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ABSTRACT

This article is the second of a series of articles detailing
the development of near-infrared (NIR) methods for solid
dosage-form analysis. Experiments were conducted at the
Duquesne University Center for Pharmaceutical Technol-
ogy to demonstrate a method for developing and validating
NIR models for the analysis of active pharmaceutical
ingredient (API) content and hardness of a solid dosage
form. Robustness and cross-validation testing were used to
optimize the API content and hardness models. For the
API content calibration, the optimal model was determined
as multiplicative scatter correction with Savitsky-Golay
first-derivative preprocessing followed by partial least-
squares (PLS) regression including 4 latent variables. API
content calibration achieved root mean squared error
(RMSE) and root mean square error of cross validation
(RMSECV) of 1.48 and 1.80 mg, respectively. PLS re-
gression and baseline-fit calibration models were compared
for the prediction of tablet hardness. Based on robustness
testing, PLS regression was selected for the final hardness
model, with RMSE and RMSECV of 8.1 and 8.8 N,
respectively. Validation testing indicated that API content
and hardness of production-scale tablets is predicted with
root mean square error of prediction of 1.04 mg and 8.5 N,
respectively. Explicit robustness testing for high-flux noise
and wavelength uncertainty demonstrated the robustness of
the API concentration calibration model with respect to
normal instrument operating conditions.

KEYWORDS: PAT, process analytical technology,
near-infrared spectroscopy, chemometrics, pharmaceutical
analysis

INTRODUCTION

Process analytical technology (PAT) promises to provide
benefits to both manufacturers and consumers of pharma-
ceutical products. Such technology will improve manufac-
turing efficiency, while enhancing process understanding.
The advances in pharmaceutical manufacturing that are
possible from enhanced process understanding will aug-
ment the quality of pharmaceuticals, while reducing the
cost of manufacturing, and, ultimately, will play an impor-
tant role in controlling the price of health care.1,2

This article is the second of a series of articles detailing the
development of near-infrared (NIR) methods for solid dos-
age form analysis from feasibility studies through imple-
mentation. The first article described efforts to qualify the
capabilities of instrumentation and sample handling sys-
tems, evaluate the potential effect of process signature on
calibration development, and compare the utility of reflec-
tion and transmission data collection methods. This article
describes the development and validation of quantitative
NIR calibrations for active ingredient content and hardness,
including the selection and optimization of chemometric
techniques. The third article will follow with the philosophy
and methodology of implementing and managing a PAT
application to ensure the continuity of performance, includ-
ing a detailed description of performance monitoring and
calibration transfer techniques for the analytical method.
The experimental results to be covered in this series demon-
strate that, for this application, a properly developed NIR
method provides predictive analyses with comparable
accuracy and precision to the reference methods currently
used, while reducing the time required for analysis.
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NIR spectroscopy is an inherently multivariate analytical
technique. The broad, overlapping NIR absorbance bands
contain redundant chemical and physical information that
can be used for the prediction of many product quality attri-
butes from a single NIR spectrum. Specialized signal proc-
essing and multivariate statistical data analysis techniques,
known as chemometrics, are essential to the implementation
of many process analytical technologies. Chemometrics are
often used for multivariate statistical process control3,4 and
exploratory data analysis. These techniques often rely on
latent variable factor analysis (eg, principal component
analysis) and are described in the literature.5-7 Inverse
regression techniques, such as multilinear regression, prin-
cipal component regression,5,8 and partial least-squares
(PLS)9 are used for the development of prediction models
relating product quality attributes to spectral data.

The on-line analytical method developed and validated in
this article is intended to be integrated into the release
testing of a well-established product. NIR scans of selected
tablets will be acquired on-line, after compression and
before the coating of tablets. Spectral data from manufac-
tured tablets are to be processed using the predictive mod-
els described in this article. Results will be used to assess
the real-time state of control of the manufacturing process
and product quality attributes. Active pharmaceutical
ingredient (API) content and hardness of tablets will be
continuously predicted by the NIR method during manu-
facturing. The product studied for this investigation has
been manufactured for several years and has a history of
nominal variability in measured product quality attrib-
utes.10 It is anticipated that this analytical method will be
integrated with a series of other analytical methods and
controls as a PAT application for real-time release.

Because the calibrations were developed for a well-estab-
lished product, as opposed to a product in formulation, a
wealth of production samples were available for method
development. The product is manufactured to very tight
specifications, providing insufficient variability to create a
stable calibration model. To remedy this, production sam-
ple sets were augmented with laboratory-scale sample
sets10 to enhance variability in API content and hardness.
Samples produced in the laboratory were designed to not
only enhance the variability of the product quality attrib-
utes for this calibration but were similar enough to produc-
tion samples to allow model development based on NIR
data from manufacturing and laboratory samples.10

For many pharmaceutical solid dosage forms, NIR spectro-
scopy is an ideal PAT tool for assessing critical product
quality parameters. NIR spectroscopy is used to nondes-
tructively analyze tablets by measuring their transmission
or reflection spectra11,12 at many wavelengths within the
NIR region of the electromagnetic spectrum. Using mod-
ern, high-speed instrumentation, noncontact analyses

are performed in <1 s, with a high degree of accuracy and
precision.13-17

The current analytical methods for this solid dosage form
include off-line high-performance liquid chromatography
(HPLC) and diametral crushing strength tests. The NIR
methods are intended to replace the current analytical tests.
Each NIR calibration must meet individual requirements
for accuracy, precision, linearity, specificity, and robust-
ness. Because the NIR instrumentation, tablet samples,
and the spectral data acquisition procedure used in this
application were described in an earlier article,10 this
article is focused on quantitative method development and
validation.

Objective

Although the combination of NIR spectroscopy and chemo-
metrics is well established, their use in pharmaceutical qual-
ity assurance brings new opportunities and challenges.
Building on the work presented in the first article in this
series,10 the objective of this article is to demonstrate a
method for developing and validating NIR models for the
analysis of API content and hardness of a solid dosage form.

MATERIALS AND METHODS

The method was developed for the analysis of 50-mg
(nominal) tablet cores before finishing and release to
market. All of the calculations were performed using
Matlab 6.5 (The Mathworks Inc, Natick, MA), along with
the PLS_Toolbox 3.0 (Eigenvector Research Inc,
Wenatchee, WA) and other analysis tools written at the
Duquesne University Center for Pharmaceutical Technol-
ogy for this study.

API Model Development

Model development for API content used 500 samples
drawn from 10 production and 13 laboratory-scale batches.
A full-factorial experimental design of 10 batches and a
fractional factorial design of 13 batches were manufactured
in production-scale and laboratory-scale settings, respec-
tively. In both designs, the factors varied were as follows:
source of API (3 vendors), source of magnesium stearate
(3 vendors), moisture content at granulation (2 levels), and
compression force (2 levels). Additionally, for the labora-
tory-scale experiments, the API content was varied over
9 levels from 70% to 130% (of nominal API content). Refer-
ence data for both the production and laboratory-scale data
were obtained using reverse-phase HPLC. The SE of the
laboratory method has been observed to be approximately
3% of nominal API content (approximately 1.5 mg). The
calibration datasets are summarized in Table 1. The API
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content validation data consisted of three subsets selected
from 43 laboratory-scale and 39 production-scale lots.

The first validation set (VAL1) consisted of 350 samples;
5 batches of laboratory-scale samples were included to
provide extended range, along with 25 production batches.
The production batches were manufactured at a different
facility (facility A) than the API content calibration
samples (facility B). The second validation set (VAL2) con-
sisted of 40 production samples manufactured at facility A.
Furthermore, the spectra were collected at a much later
date, after a teardown and reassembly of the instrument.
The third validation (VAL3) set consisted of 38 laboratory-
scale samples manufactured at extreme API content levels,
with significant variation in the force of compression. The
purpose of the third validation set is to additionally test
the linearity and robustness of the calibration over a wide
range of physical and chemical variations. The API content
validation datasets are summarized in Table 1.

All of the calibration spectra were collected in the labora-
tory using a Brimrose, Luminar 3070 (Brimrose Corp,
Baltimore, MD) scanning acoustooptic tunable filter spec-
trometer described in the prior work.10 Measurements were
conducted on tablets at room temperature (approximately
20�C). The absorbance spectra were truncated to remove
the noisy regions of the spectrum and retain important
spectral features. The 700-nm window between 1,300 and
2,000 nm was selected, with a 2-nm wavelength interval
(Figures 1 and 2). The truncated absorbance spectra are
shown in Figure 3.

The spectral preprocessing steps used for the API content
calibration were selected based on simulated robustness

testing and cross-validation. Both the API content and
hardness calibrations were developed using PLS regres-
sion. PLS regression was chosen (as opposed to multilinear
regression or principal component regression) because it is
a proven, industry-standard factor regression method,
which is easily optimized using readily available statistical
analysis tools. Furthermore, as with other factor analysis
methods, PLS regression analysis generates a set of orthog-
onal basis vectors, or ��loadings,�� which provide a useful
platform for model interpretation and outlier detection.
Batch-wise cross-validation was performed to select the
appropriate number of factors (latent variables) to be

Table 1. Summary of API Content Calibration and Validation Statistics

Calibration Dataset VAL1 VAL2 VAL3

Samples (n) 500 350 40 38
Batches (n) 23 30 4 2
Maximum (mg) 65.32 66.06 50.31 65.53
Mean (mg) 48.90 49.07 49.44 47.92
Minimum (mg) 32.66 33.63 47.70 32.43
Standard Deviation (mg) 5.83 4.94 0.67 13.93
Model Type Full-specturm PLS regression
Preprocessing MSC11st Derivative
Spectral Range (nm) (1300 — 2000), 2
Latent Variables (n) 4
RMSE (mg)* 1.48 1.25 5.35 (1.04) 5.07 (3.76)
RMSE (%, nominal)* 2.96 2.50 10.7 (2.08) 10.1 (7.52)
r 0.967 0.972 0.441 0.974
r2 0.936 0.944 0.194 0.948
RPD* 3.9 4.0 NA 2.7 (3.8)
Bias (mg) 0.00 20.22 25.3 (0.71) 24.0 (2.04)

*A prediction bias was identified for the VAL2 and VAL3 datasets. The corrected values are in parentheses.

Figure 1. Coefficient of determination between NIR absorbance
and API content as a function of wavelength. The relatively low
coefficient of determination at the ends of the spectrum suggest
the wavelength range can be truncated.
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included in the PLS model. For batch-wise cross-valida-
tion, the calibration set was divided into a number of sub-
sets where each subset (23 in total) contained samples from
a single lot of tablets.

Hardness

The range of hardness for the calibration dataset was varied
by changing the compression force across 3 levels for
15 laboratory-scale batches and 7 production-scale lots
(Table 2). Hardness reference data were collected by dia-
metral crushing-strength test of the tablet cores. The dia-
metral crushing-strength test was performed using model

UTS-12F hardness tester, manufactured by Charles Ischi,
AG (Zuchwil, Germany). The hardness validation data set
was comprised of 5 laboratory-scale and 3 production-scale
lots.

The hardness calibration model was optimized in the same
manner as the API content models. Preprocessing routines
were selected before batch-wise cross-validation, wherein
the number of latent variables included in the model was
determined. For comparison, a second hardness calibration
method was tested using a spectral best fit algorithm based
on fitting the baseline, slope, and curvature of the absorb-
ance spectra.17 Baseline-fit models using first-order and
second-order baseline parameters were tested.

RESULTS AND DISCUSSION

Method Development

The first article in this series evaluated several fundamen-
tal elements of method development for on-line measure-
ments in PAT applications. Those elements included the
poolability of laboratory-scale and production-scale data,
the impact of the process sampling method, and the choice
between reflection and transmission measurements. The
poolability of samples from various scales of manufactur-
ing is a critical issue in method development. Samples
from multiple production scales are used to provide a suffi-
ciently broad range in critical product parameters for
robust calibration development. Appropriate process sam-
pling is an essential element of an on-line method. For this
application, tablet positioning was the primary concern of

Table 2. Summary of Hardness Calibration and Validation
Dataset Statistics

Calibration
Dataset

Validation
Dataset

Samples (n) 437 152
Batches (n) 22 8
Maximum (N) 140.0 145.0
Mean (N) 61.7 58.1
Minimum (N) 16.0 13.0
Standard Deviation (N) 29.2 30.9
Model Type Full-specturm PLS regression
Preprocessing MSC11st Derivative
Spectral Range (nm) (1300 — 2000), 2
Latent Variables (n) 3
RMSE (N)* 8.1 12.0 (8.5)
r 0.961 0.961
r2 0.922 0.92344
RPD* 3.6 2.6 (3.6)
Bias (N) 0.0 28.0 (20.01)

*A prediction bias was identified. Corrected values are in parentheses.

Figure 3. Truncated NIR absorbance spectra from the API
content calibration dataset.

Figure 2. High-flux spectrometer noise as a function of
wavelength, measured by repeatedly scanning a reflectance
standard (without repositioning). Based on the rapid increase
in noise toward the ends of the spectrum, the data were truncated
at 1,300 and 2,000 nm.
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process sampling. The decision between reflection and
transmission is important for NIR-based methods. This
article focuses on development and validation of reflec-
tion-based NIR methods for API content and tablet hard-
ness analyses.

API Content

The choice of spectral preprocessing is an important part
of the NIR method optimization process. Appropriate pre-
processing may reduce the impact of sources of variability,
such as instrumental drift and sampling variability, correct
for pathlength variation, and increase the signal-to-back-
ground level. Appropriate selection of signal processing
facilitates model accuracy and robustness.18 Many NIR ap-
plications are successfully optimized with a few basic oper-
ations, typically baseline/scatter correction and smoothing
derivatives.6,7,12 Because the tablet spectra would be
acquired in the diffuse reflectance mode, variation in the
spectral baseline was expected because of the effect of var-
iation in the sample-to-analyzer geometry on the scatter
portion of the signal, as well as a result of the nonlinear
pathlength effects associated with diffuse reflectance. Thus,
the optimal preprocessing routine was expected to include
a scatter correction using the standard-normal-variate or
multiplicative scatter correction (MSC) transformations.
Smoothing derivatives were tested in combination with
and without scatter correction as a means of amplifying the
portions of the spectrum with relevant variation. A quanti-
tative approach was undertaken to help select the most
suitable combination of spectral preprocessing operations
for the API calibration. This approach considers accuracy
and robustness in the calculation of a robustness index (RI)
as described below.

Several approaches for calculating RIs have been pro-
posed.18 The RI used for this work is defined as the inverse
of the area under the curve defined by a quadratic fit of root
mean squared error (RMSE) plotted as a function of addi-
tional spectral noise during robustness testing (Figure 4).

RI ¼ 1

R3

LN¼0

AL2
N þ BLN þ C

ð1Þ

where LN is the level of simulated noise added and
AL2

N þ BLN þ C is the quadratic fit of the noise-augmented
prediction error data. This equation assesses the error of
the model across a range of simulated noise levels. To per-
form the test, the prediction accuracy of a PLS calibration
was tested in a Monte Carlo fashion at numerous levels of
additional noise (from 0 to 3 SDs). RI was calculated from
the increase in prediction error across simulated noise
levels using Equation 1. The best preprocessing combina-
tions were identified as those with the highest RI (and low-

est root mean square error of cross validation (RMSECV)).
Noise was generated using randomly weighted combina-
tions of noise factors with additional Gaussian ��white��
noise. The noise factors were generated by principal com-
ponents analysis of difference spectra between repeat
scans, scans of the same sample over a long period of time,
and the difference spectra between scans of the same sam-
ple on multiple instruments. In this way, robustness to
sources of variability, such as sampling error, and instru-
ment drift can be evaluated. The results of the robustness
testing for the preprocessing combinations tested are
shown in Table 3. A combination of MSC and Savitsky-
Golay 1st Derivative was chosen based on the maximum
RI, which was concurrent with prior experience with these
data. Because the RI method is being used only as a screen-
ing tool, no effort has been made to calculate levels of sig-
nificant difference between treatments. The mean spectrum
of the calibration set was used as the reference for applica-
tion of MSC; a 19-point, second order polynomial smooth-
ing filter was applied during the smoothing-derivative
operation. The preprocessed calibration spectra are shown
in Figure 5.

A batch-wise cross-validation study was performed. The
ideal number of PLS factors to be included in the final
model is indicated by a minimum RMSECV or the maxi-
mum number of PLS factors before the decrease in
the RMSECV is negligible. Batch-wise cross-validation
increases confidence that the model will perform well
when applied to new samples. It was determined that
the API content calibration should include 4 PLS factors
(Figures 6 and 7).

Important spectral features in the PLS factor loadings
were identified to provide evidence for model specificity

Figure 4. RI test result for raw (unpreprocessed) NIR spectra
and API content calibration.
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(Figure 8). The significant features in the regression vector
(Figure 9) are attributed to API and lactose absorbance.10

It should be noted that because the calibration was calcu-
lated using first-derivative spectra, the zero-crossings of
the regression vector correspond to the center of major
absorbance bands.

For this study, API content is predicted as the mass of
API in each tablet. A more rigorous approach to the devel-
opment of a calibration for API content would be based on
concentration of API. However, the actual weight of each
tablet used for calibration was not available. Rather than
assuming nominal weight for each tablet, the API content
calibration was derived in terms of API mass (milligrams).
Using the nominal mass would add an error to the calibra-
tion that is equivalent to the normal variation in tablet
mass.

Hardness

For this work, 2 empirical methods were compared for de-
velopment of the hardness calibration: PLS regression and
baseline-fit. Whereas concentration calibrations (eg, API
content and moisture content) rely on a linear response
between absorbance and concentration, the measurement
of physical parameters, such as tablet hardness, is a less
direct analysis. A number of earlier works have addressed
the issue of measuring tablet hardness via NIR spectro-
scopy.15,17,19-21 It was found in these studies that variation
in tablet hardness is manifested in NIR spectra as a nonlin-
ear baseline shift that increases with wavelength. The
wavelength dependency is attributed to the multiple-scatter
effect that causes higher baseline absorbance at longer
wavelengths. This effect is commonly observed in diffuse
reflectance NIR spectroscopy of particulate solids. This

Figure 5. Calibration spectra after MSC and Savitsky-Golay
first-derivative preprocessing. The derivative was calculated
using a second-order polynomial fit over a 36-nm (19-point)
window.

Figure 6. Batch-wise cross-validation for optimization of
the API content PLS calibration. The upper curve (circles)
corresponds to cross-validation error; the lower curve (squares)
corresponds to RMSE of calibration.

Table 3. Results of Cross-Validation and RI Testing of Preprocessing Combinations Tested for the API Content Calibration*

Preprocessing Treatment PLS Factors RMSECV (mg) RMSE (mg) r2 Robutness Index

Raw Data 5 2.36 1.96 0.886 0.18
SNV 5 2.19 1.70 0.915 0.25
SNV 1 1st Deriv. 4 1.79 1.49 0.935 0.33
SNV 1 2nd Deriv. 3 1.93 1.64 0.921 0.29
MSC 5 2.12 1.68 0.917 0.26
MSC 1 1st Deriv. 4 1.80 1.48 0.936 0.33
MSC 1 2nd Deriv. 3 1.89 1.61 0.923 0.29
1st Deriv. 4 1.80 1.48 0.936 0.32
2nd Deriv. 3 1.89 1.61 0.924 0.29

*A Larger RI Score Indicates a More Robust Calibration. Only the Relative Magnitudes of the RI Scores Are of Value, Because Other Applications
Will Have Incompatible Scales.
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suggests some form of a Kubelka-Munk scattering re-
lationship, similar to that observed with particle size
variation.22,23

A baseline-fit method for the prediction of hardness was
developed. This method of calibration development
requires a different process than PLS. Rather than correlat-
ing tablet hardness to NIR absorbance at each wavelength
using multivariate linear regression, a polynomial function
is fitted through each NIR spectrum, and the hardness
reference data are then correlated to the coefficients of the
polynomial equations. Prior work17 has focused on fitting a
first-order polynomial and then either correlating hardness
to the slope coefficient or using multivariate regression to
correlate hardness to both coefficients. For this work, 4 dif-

ferent baseline-fit calibrations were derived. Two first-
order calibrations were created: one used both the zero-
order and first-order coefficients, and the other correlated
hardness to only the first-order coefficient. Two second-
order baseline calibrations were created: one correlated all
3 of the polynomial coefficients to hardness, and the other
used only the first-order and second-order baseline fit
coefficients. Rather than fitting a polynomial to the entire
spectrum for the baseline-fit calibrations, a significant
improvement in accuracy was observed by selecting only a
portion of the spectrum for fitting. The center wavelength
and width of the spectral window selected for each calibra-
tion was chosen by minimizing RMSE using an exhaustive
search algorithm.

In the same manner as the API content calibration, the final
hardness calibration was developed by optimizing the RI
(Table 4). Whereas the baseline fit calibrations performed
similarly to the PLS calibrations in terms of calibration
error (RMSE), the PLS regression calibrations were found
to be superior in terms of RI. The combination of MSC and
first derivative was selected for its balance of accuracy and
robustness. Although both the API content and hardness
calibrations used the same preprocessing treatment, no cor-
relation between their respective predictions was observed
when provided the same spectra. The regression vector for
the hardness calibration is shown in Figure 10. Interpreta-
tion of the spectral features in the regression vector is diffi-
cult for the hardness calibrations (Figure 11). It is impor-
tant to remember that PLS is a form of pattern recognition.
With appropriate validation and parallel testing, the cali-
bration can be deployed as an effective alternative to
destructive testing.

Figure 9. API content calibration regression coefficient vector.
Because the calibration spectra were transformed to first
derivative, the major zero-crossings of the vector indicate the
center of significant absorbance bands. The zero-crossings near
1,430 nm is the center of the major API absorbance band.

Figure 8. PLS factor loadings for the API content calibration
(red 5 factor 1, blue 5 factor 2, black 5 factor 3, black
dashed 5 factor 4).

Figure 7. Plot of actual versus predicted API content from the
API content calibration data set.
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Method Validation

After the specification of analytical method parameters and
calculation of calibration equations, the efforts of method
development must shift away from experimentation and
optimization toward validation. Through the use of inde-
pendent testing and statistical data analysis, the validation
of NIR spectroscopic methods must determine the follow-
ing 5 key performance criteria: accuracy, specificity, line-
arity, precision, and robustness. Whereas the API content
and hardness calibrations are validated separately, both use
the same validation procedure. The specificity of the cali-
brations is addressed in the method development sections
of this article.

API Content

Accuracy and linearity of the API calibration were
assessed by statistical analysis of API predictions. A sum-

mary of API content validation statistics is shown in
Table 1. During validation testing, it was observed that pre-
dictions from VAL2 and VAL3 were significantly biased.
Given the history of stability that the method had shown, it
was surmised that the bias was a result of the interconti-
nental transport and reassembly of the NIR analyzer.
Instrumental drift because of ageing (years) contributes to
the bias. Because the instrumental changes occurred after
the calibration and VAL1 data were collected, only VAL2
and VAL3 were affected. The bias was calculated using an
independent set of 8 production-scale tablets. A bias cor-
rection of 6 mg was calculated. The bias adjustment
applied to VAL2 and VAL3 is applied to all of the subse-
quent data analyses.

After correction of the instrument bias, satisfactory method
performance was observed for all 3 of the validation
datasets (Table 1). A RMSE of prediction <1.5 mg

Table 4. Results of cross-validation and robustness index (RI) testing of preprocessing combinations and model types considered for
the hardness calibration. A larger RI score indicates a more robust calibration

Preprocessing Treatment Model Type Factors/ Terms RMSECV RMSE r2 Robustness Index

Raw Data PLS 3 10.11 8.88 0.907 0.042
SNV PLS 3 10.96 9.75 0.888 0.040
SNV 1st Deriv. PLS 3 12.04 10.86 0.861 0.038
SNV 2nd Deriv. PLS 3 12.38 11.08 0.855 0.037
MSC PLS 3 9.66 8.82 0.908 0.043
MSC 1st Deriv. PLS 3 8.82 8.11 0.923 0.047
MSC 2nd Deriv. PLS 3 8.21 7.48 0.934 0.046
1st Deriv. PLS 2 9.11 8.22 0.920 0.043
2nd Deriv. PLS 3 8.73 7.91 0.926 0.045
1st Order Baseline Fit 2 NA 8.79 0.909 0.036
1st Order Baseline Fit 1 NA 8.75 0.910 0.038
2nd Order Baseline Fit 3 NA 8.01 0.924 0.033
2nd Order Baseline Fit 2 NA 8.32 0.918 0.038

Figure 11. PLS factor loadings for the hardness calibration
(red 5 factor 1, blue 5 factor 2, black 5 factor 3).Figure 10. Hardness calibration regression coefficient vector.
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(3% nominal) for VAL1 and VAL2 was calculated. The
data used to calculate a coefficient of determination (r2) of
0.93 for VAL1 and VAL3 are displayed in Figure 12.
Analysis of the coefficient of determination for VAL2 is
irrelevant, because the SD of API at production-scale (0.67
mg)10 is less than half the SE of the HPLC reference
(approximately 3% nominal API content/1.5 mg). Further-
more, the SD of API content for the VAL3 dataset (13.93
mg) exceeds the SD of the calibration dataset (4.94 mg).
The relative performance determinant (the ratio of standard
error of prediction to SD of modeled API content) is near
4. This suggests that the calibration is suitable for quantita-
tive prediction.24

Precision of the API content analysis was assessed by
measuring the SD of predicted values obtained by replicate
analyses10 of a set of 16 tablets (n 5 160). Method preci-
sion was calculated as the mean within-group SD of pre-
dicted API content. Using batch-wise cross-validation,
confidence limits were calculated as 61.5 times the SD of
precision. The precision of the API content calibration was
found to be 0.5 6 0.015 mg.

Robustness was built into the API content calibration
model by including hundreds of samples with considerable
diversity (raw material supplier, production line, date of
analysis, etc.). Method robustness was implicitly and expli-
citly demonstrated. Calibration robustness was verified
implicitly by the stability of the calibration in predicting
validation data with intentional variation in potentially
confounding factors. An explicit demonstration of method
robustness was performed by measuring the effect of simu-
lated high-flux noise and wavelength axis variation. These
studies facilitate development of rational specifications for
instrument performance. Both the high-flux noise and

wavelength accuracy robustness simulations were per-
formed by adding simulated noise to the VAL1 dataset and
measuring the effect on the predictive performance of the
API content calibration. High-flux noise was simulated by
adding vectors of normally distributed random numbers to
the VAL1 spectra. It should be noted that some level of
high-flux noise and wavelength inaccuracy is present in the
data before the addition of simulated noise. The intrinsic
level of high-flux noise in the spectra was found to be
approximately 0.0008 absorbance units. The SD of the ran-
dom noise at each wavelength was scaled to match the true
noise profile of the instrument (Figure 2). Wavelength axis
error was simulated by shifting the VAL1 spectra to lower
and higher frequencies in small increments via cubic spline
interpolation. The results of high-flux noise and wave-
length accuracy robustness testing are shown in Figures 13
and 14.

Figure 13. High-flux noise robustness test results.Figure 12. Prediction plot for API content validation datasets
(VAL1 5 circles, VAL2 5 squares, VAL3 5 diamonds). The
VAL2 and VAL3 predictions have been corrected for bias.

Figure 14. Wavelength accuracy robustness test results.
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The level of high-flux noise and wavelength shift used in
validation testing must exceed the limits of normal opera-
tion. Doing so provides assurance that the method will not
fail during minor deviations from normal instrumental
operating conditions. In the event that instrument perform-
ance degrades significantly from the limits of normal oper-
ation, instrument failure should be detected by continuous
calibration monitoring.

Hardness

The hardness validation data and validation test results for
the hardness calibration are summarized in Table 2 and
Figure 15. As was observed during validation of the API
content calibration, a bias correction was needed for the
hardness validation data, which were collected after the
instrumental variations described above. The data collected
for validation testing was used to calculate a bias correc-
tion. Before the hardness calibration can be deployed, a
subsequent independent dataset for validation testing is
required.

The precision of the hardness calibration, using the same
dataset and method used for precision testing (10 replicates
of 16 samples) of the API content calibration, was esti-
mated to be 9.6 N for hardness predictions. This is similar
in magnitude to the RMSE calculated for the hardness
predictions of 8.5 N. Historically, the crushing-strength
test has a precision of approximately 9 N. The similarity
in the precision, error, and reference methods indicates
that the error of the reference method is responsible for
the precision and error of the NIR prediction. A summary
of the hardness calibration dataset statistics is shown in
Table 2.

CONCLUSION

The objective of this article was to demonstrate a method
for developing and validating NIR models for the analysis
of API content and hardness of a solid dosage form.
Models for the prediction of API content and hardness
were developed and optimized. Calibration model form
(for hardness) and preprocessing operations were selected
based on RI analysis and cross-validation testing. Inde-
pendent datasets were used to demonstrate method accu-
racy, precision, linearity, specificity, and robustness. Tests
were performed to explicitly demonstrate API calibration
robustness to variation in instrumental high-flux noise and
wavelength shift. The next installment in the series
describes the procedures for calibration monitoring and
calibration transfer.
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